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 Background: Confounders can distort the actual connection between exposure 

and outcome, resulting in skewed results. In research, it is essential to account 

for confounding variables to preserve the validity of causal inferences. 

Methods: In this narrative review study, all statistical methods for adjusting 

confounding variable such as standardization, propensity score, stratification, 

restriction, statistical model for control, matching, randomization were 

reviewed.   

Results: The five most important methods were reviewed. 

Conclusion: Adequate adjustment improves the internal validity of findings 

and elucidates the relationships among variables, underscoring the importance 

of a comprehensive analysis of confounding for trustworthy research results. 
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Introduction 

A confounding variable (CV) is an unmeasured 

third variable that exerts an influence on both the 

presumed cause and the presumed effect, 

potentially distorting the observed relationship 

between them (1). CVs pose a considerable 

obstacle on research, as they can obscure the 

genuine relationships between independent and 

dependent variables (2). The variables which are 

frequently unmeasured, can lead to misleading 

correlations that compromise the integrity of a 

study's findings (3). If confounding variables are 

not adequately recognized and controlled, 

researchers might mistakenly conclude that the 

drug is effective (4), when the observed outcomes 

are actually due to these extraneous influences. 

This underscores the importance of a robust study 

design that employs strategies to reduce the effects 

of confounding variables. 

                                       
Figure 1. Confounding variable of smoking in relation of coffee and cancer 

 

The existence of confounding variables can 

introduce various biases that undermine the 

internal validity of research findings (3). A 

predominant concern is omitted variable bias 

which arises when a significant confounder is 

excluded from the analysis, leading to erroneous 

estimations of the relationship between 

independent and dependent variables (5). To adjust 

the effect of confounding variables, researchers 

can apply a variety of methodological tactics.  

In the next section, the most important statistical 

methods to adjusting confounding effect are 

reviewed.  

Methods 

There are very different methods for adjusting 

confounding variables, the authors reviewed the 

most important applied methods and presented a 

full review of methods as follows.  

 
Figure 1. Statistical methods of confounder adjustment 

 

Standardization 

Standardization involves reweighting stratum-

specific rates to ensure comparability across 

exposure categories (6). Initially, the development 

of loglinear models and subsequent advancements 

in nonlinear regression techniques, such as logistic 

regression and failure time regression, which were 

facilitated by the growing computational 
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capabilities of emerging computers (7), led to 

regression modeling becoming the dominant 

method for confounder control (8). 

Propensity score  

The propensity score (PS) represents a 

probability, specifically a conditional probability 

of being exposed given a set of covariates, 

expressed as Pr (E+|covariates) (9). In 

observational studies, a PS can be computed for 

each participant, irrespective of their actual 

exposure status (10). Once PS values are derived 

for all the participants, the analysis shifts to the 

observed data, and distinguishes between exposed 

and unexposed individuals. Exposed subjects can 

then be matched with unexposed subjects who 

share identical or nearly identical PS values. This 

matching process ensures that the probability of 

being exposed is equivalent to the probability of 

being unexposed, thereby approximating a scenario 

where exposure is effectively "randomized." 

A key distinction between matching and 

weighting methods lies in the fact that matching 

methods do not directly depend on the propensity 

score (4), making them less susceptible to its 

misspecification or the influence of extreme 

values. Matching methods provide a high degree of 

flexibility, enabling researchers to incorporate 

substantive knowledge and strategically balance 

bias-variance trade-offs when estimating the 

effects of nonrandomized exposures (11). 

Stratification 

Stratification is a method used to control for 

confounding by dividing data into two or more 

categories or subgroups within which the 

confounding variable either remains constant or 

exhibits minimal variation (12). Both stratification 

and regression modeling are statistical techniques 

employed to address confounding, yielding an 

adjusted estimate of the intervention effect that 

accounts for imbalances in observed prognostic 

factors (13). In some analyses, propensity score 

methods are utilized as part of a two-stage 

analytical approach.  

It is important to distinguish this statistical use 

of stratification from the sociological concept of 

social stratification (14), which refers to the 

hierarchical ranking of individuals within a society 

based on criteria such as power, prestige, and 

wealth (15). For instance, an individual from a 

wealthy background, with a college education and 

a degree of social influence, would typically be 

ranked higher than someone employed in a blue-

collar occupation. 

Restriction  

Restriction is an epidemiological method 

employed to mitigate confounding with limiting 

the study population to individuals that share a 

uniform level of a known risk factor (16). The 

approach constrains both exposed and unexposed 

groups to a single stratum of the confounder, thus 

equalizing its distribution across comparison 

groups (17). The homogeneity in maternal age 

across exposure groups eliminates age-related 

confounding, as the variable is equally distributed 

between cohorts (18), approximately the idealized 

scenario of exchangeability between exposed and 

unexposed populations (19). 

This approach exclusively mitigates 

confounding by the restricted variable (maternal 

age) which does not account for other potential 

confounders (20). Residual confounding may 

persist due to variables not addressed through 

restriction (21), such as socioeconomic 

disparities(like income level) which may persist as 

confounding variables if lower-income individuals 

face dual barriers of reduced supplement access 

and heightened preterm birth risk due to 

socioeconomic stressors. Therefore, while 

restriction improves internal validity for the 

targeted confounder, residual confounding from 

unaddressed factors necessitates complementary 

strategies (22), such as multivariable adjustment or 

stratification, to strengthen causal inference. 

Statistical model for control (loglinear method, 

logistic regression method, multiple regression 

method, and covariance analysis) 

Statistical control is a crucial method in research 

that allows scholars to account for confounding 

variables, enhancing the reliability of their findings 

(23). A widely used technique for this purpose is 
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multiple regression analysis (log-linear method, 

logistic regression method, multiple regression 

method, and covariance analysis) (24), which 

examines the relationship between one dependent 

variable (DV) and multiple independent variables 

(IV) simultaneously. By including potential 

confounders in the regression model (25), 

researchers can better understand the influence of 

the primary independent variable on the dependent 

variable while reducing the impact of extraneous 

factors. 

For example, in a study investigating how 

physical activity affects weight loss, researchers 

might add variables such as age, gender, and 

dietary habits as covariates in their analysis. This 

adjustment helps clarify whether changes in weight 

are directly associated with physical activity rather 

than being influenced by other confounding 

factors. 

Employing statistical control through methods 

like multiple regression analysis not only aids in 

adjusting for known confounders (26) but also 

improves the accuracy and dependability of 

research findings (27). However, it is imperative to 

acknowledge that the success of statistical control 

hinges on the precise identification and 

measurement of confounders during data collection 

phase (28). The oversight or mismeasurement of 

significant confounders can result in residual 

confounding (29), which may twist the results. 

Moreover, researchers should be wary of 

overfitting the model by incorporating an excessive 

number of variables (30), as this can complicate 

interpretation and diminish the generalizability of 

the findings. So, statistical techniques offer robust 

mechanisms for managing confounding variables 

(31), and their efficacy is dependent on meticulous 

study design and judicious variable selection, 

ensuring that the relationships examined reflect 

genuine causal connections rather than misleading 

associations. 

In the statistical analysis of matched case-

control studies, fixed-effect models (32), such as 

Mantel-Haenszel odds ratio estimator and 

conditional logistic regression model, are essential 

for stratifying matched case-control sets and 

eliminating selection bias artificially introduced 

through the sampling of controls (32). In cohort 

studies, exact matching is employed to enhance the 

studys efficiency and mitigate or remove 

confounding effects associated with the matching 

factors (33). Another widely used matching 

method is propensity score matching, where 

patients with and without exposure are paired 

based on their estimated propensity scores for 

receiving the exposure (34). When applied 

appropriately, matching can improve study’s 

efficiency without introducing bias which may also 

yield results that are more intuitive and clinically 

interpretable for practitioners. 

Matching 

Matching methods serve as an alternative to 

weighting techniques for estimating exposure 

effects when confounding by observed variables is 

present. These methods provide a high degree of 

flexibility, enabling customization to improve their 

robustness and allowing for fine-tuning to optimize 

their performance in specific analytical contexts.  

In research design, matching help as a 

significant methodological strategy (35), 

strengthening the inside validity of study by 

bringing into line the subjects according to 

important characteristics. That approach involves 

the identification of relevant variables that could 

potentially unclear the relationship between the IV 

and DV (36), confirming the participants across 

dissimilar study groups and exhibiting comparison 

regarding these variables. Block randomization is a 

similar approach of matching in clinical trial. 

Matched-pair randomized controlled trial (RCT) 

designs involve pairing units—such as individuals, 

groups of individuals, or geographic locations—

based on similar pre-determined characteristics, 

known as covariates (37).   

Since the number of cases (often rare diseases) 

is typically much smaller than the pool of potential 

controls, the matching ratio (i.e., the ratio of cases 

to controls in each matched set) is frequently set to 

1:1 (38). When this ratio is used, the design is 

referred to as a pair-matched case-control study. In 

practice, many studies adopt matching ratios of 1:4 
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or 1:5, while others may employ larger ratios, such 

as 1:7 or 1:10 (32). In unmatched case-control 

settings, statistical power increases significantly up 

to a ratio of 1:4 or 1:5, with diminishing returns 

observed at higher ratios (39). Key considerations 

regarding matching in case-control studies include 

the followings: 

• Matching in a case-control study does not 

inherently control for confounding by the matching 

factors. 

• A matched design may necessitate controlling 

for the matching factors during the analysis phase. 

• A matched design, however, does not always 

require a matched (conditional) analysis. In some 

cases, a "standard" (unconditional) analysis may be 

the most valid and appropriate approach, while a 

"matched" (conditional) analysis may be neither 

required nor suitable.  

Randomization  

In research, randomization is a fundamental 

technique that aids to distribute confounding 

variables consistently across study groups, thus 

curtailing the possible impact on the results(40). 

Through random assigning participants, on different 

treatment or at control group, researchers can 

confirm that each group is statistically comparable 

with respect to both measured and unmeasured 

confounders (41). That procedure decreases the 

probability that these inessential variables will 

systematically bias the outcomes, letting for a 

clearer understanding of the causal relationship 

between the IVand DV. For example, in a clinical 

trial testing a new medication, randomization helps 

ensure that factors like age, gender, and pre-existing 

conditions are evenly distributed between groups. 

Without randomization, these factors could skew the 

results. (42).  

Randomization plays a critical role in 

minimizing the impact of confounding factors, 

ensuring that observed differences in outcomes can 

be reliably attributed to the intervention (43). 

While simple randomization is effective for large 

sample sizes (typically >100 per group) (44), 

smaller samples often necessitate more 

sophisticated methods, such as block or stratified 

randomization, to achieve balanced group sizes 

and control for covariates (45). 

Conclusion 

Standardization, propensity score, stratification, 

restriction, statistical model for control, matching, 

and randomization are the most common methods 

to adjust for confounding variable in medical 

research. It is critical for researchers to adopt 

robust procedures such as randomization, 

matching, and statistical control to alleviate the 

impact of confounding variables. By highlighting 

these approaches, researchers can improve the 

internal validity of their studies, ensuring that their 

findings are both credible and reliable. 
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